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Large Language Models
• Modern LLMs are trained to predict next tokens given a left context:
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• How can such a simple learning architecture capture the complexities of natural language?
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Linguistic investigations into LLMs

• Bertology, GPTology, LODNA (Baroni, 

2022): linguistically oriented deepnet 

analysis 

• Does a certain LLM „know“ a certain 

linguistic rule?
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https://direct.mit.edu/coli/article/50/1/293/118131/Language-Model-
Behavior-A-Comprehensive-Survey
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Ongoing linguistic debates around LLMs



Do we need Goliath-style LMs to model language?

• LLMs are strong, but clunky and often easy-to-fool 

• It is still not clear what exactly, how and why they 

learn 

• Smaller LMs let us do smarter experiments: data 

manipulation, deeper analyses, model variations
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Outline
• Syntactic knowledge in large and small LMs 

• Syntactic learning trajectories in medium-to-small LMs 

• Lexical and syntactic learning in small LMs 

• Current directions
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Why syntax?
• LLMs are trained on linear sequences of tokens:
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• Do LMs learn/represent hierarchical structures in language from linear next token prediction?
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What data should LMs be trained on?

• LLM training data massively exceeds 

human input  

• Do we need massive data to learn 

language with a small LM?
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https://babylm.github.io/



The BabyLM challenge
• Shared task at CoNLL 2023, and again in 

2024 

• Task: LM pretraining on a 100M or 10M 

dataset  

• Evaluation: BLiMP (+ SuperGLUE, Age-

of-Aquisition prediction)
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BLiMP - The Benchmark of Linguistic Minimal Pairs for English  
(Warstadt et al. 2020)
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• Subject-verb agreement: 

• The sisters bake. vs. *The sisters bakes. 

• Irregular froms: 

• Aaron broke the bike.  vs. *Aaron broken the bike. 

• Causatives: 

• Aaron breaks the glass. vs. *Aaron appeared the glass. 

• Accuracy-based evaluation: Does the LM assign higher probs to the grammatical sentence? 



GPT-Wee: How small can a BabyLM be? 
(Bunzeck and Zarrieß, 2023)

• Our model @BabyLM 2023: 

• 1.55M parameters 

• Rank 104/121 submissions for 

strict-small track 

• One of the smallest models 

submitted (maybe actually the 

smallest!) 

• Generative architecture
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BLiMPing GPT-wee
• GPT-wee performance is decent on all tasks (rarely worse than the worst LLM baseline) 

• GPT-wee matches or exceeds LLM performance on some tasks: filler gap, irregular forms, …
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anaphor 
agreement

argument 
structure

binding control 
raising

determiner noun 
agreement

ellipsis filler gap irregular 
forms

island 
effects

4k 63.50 60.11 61.26 60.78 65.34 32.56 64.11 68.65 47.80
4k (cu.) 57.98 57.86 63.97 60.78 64.58 35.45 66.06 70.03 43.05
8k 71.06 64.69 65.75 62.64 78.69 44.11 62.68 82.29 42.49
8k (cu.) 64.37 63.86 65.94 62.88 75.96 44.86 65.70 90.13 37.07
16k 73.82 71.91 68.97 66.26 88.36 54.56 68.67 86.06 41.03
16k (cu.) 82.87 69.51 65.24 63.21 85.52 55.43 66.65 77.56 40.88
OPT 63.8 70.6 67.1 66.5 78.5 62 63.8 67.5 48.6
RoBERTa 81.5 67.1 67.3 67.9 90.8 76.4 63.5 87.4 39.9
T5 68.9 63.8 60.4 60.9 72.2 34.4 48.2 77.6 45.6
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Overview of BabyLM architectures

• Encoders outperform 

decoders 

• Among the decoders, 

BabyLlama performs best
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Upcoming: 50 shapes of BLiMP 
(Bunzeck and Zarrieß, 2024, MiLLing)

• Syntax is learned from much 

smaller amounts of data than 

training data of LLMs 

• We still do not understand the 

relationship between model 

size, data size, and syntactic  

knowledge in LMs



Outline
• Syntactic knowledge in large and small LMs 

• Syntactic learning trajectories in medium-to-small LMs 

• Lexical and syntactic learning in small LMs 

• Current directions
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Learning trajectories
• How does the performance of LMs on 

linguistic benchmarks develop over the 

training process? 

• Liu et al (2021) probe RoBERTa across 

time: syntax learning is really fast and 

stable  

• But: Recent LLMs mostly do not provide 

fine-grained checkpoints

17https://aclanthology.org/2021.findings-emnlp.71.pdf
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Is syntax learning really so early and stable in LMs?

• Checkpoints: 1st training epoch of our baby-llama (10M words) and pythia models (300B words) 

• Curves: averaged over phenomena within a BLiMP paradigm (agreement, binding, filler gap, 

etc.)

(Bunzeck and Zarrieß, 2024, MiLLing)

BabyLlama-3M Pythia-1.4B
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Zooming into BabyLlama’s syntax learning
• Individual phenomena in BLiMP are learned with different trajectories 

• Shapes: flat, exponential, s-shaped, u-shaped, ill-behaved
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Zooming into Pythia’s syntax learning
• We find the same range of shapes in the bigger Pythia models 

• Shapes in big and small models are often similar for the same phenomenon
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• Shapes of learning curves for individual phenomena vary 

• Ill-behaved curves occur (also in bigger models!, around 

25% of BLiMP test sets) 

• Some paradigms in BLiMP show with very consistent 

shapes of curves 

• We observe „turning points“ within and across paradigms 

where curves go up for X and down on Y 

• But: more work is needed to „classify“ trajectories

Smaller models, more insights



Outline
• Syntactic knowledge in large and small LMs 

• Syntactic learning trajectories in medium-to-small LMs 

• Lexical and syntactic learning in small LMs 

• Current directions
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Lexical and 
phonological learning 
in small LMs
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• Learning below the syntax level 

(morphology, phonology) is completely 

understudied in LLMs 

• Most LLMs come with (sub)word-level 

tokenization 

• Can small models learn word- and syntax-

level knowledge?

https://arxiv.org/pdf/2410.01487



Benchmarking small grapheme and phoneme LMs

• We train on BabyLM data 

• We convert text to phoneme 

sequences with G2P 

• We generate non-words with wuggy, 

and test for lexical decision 

performance 
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Results

• Grapheme LM outperforms BabyLlama on lexical decision 

• Grapheme LM is close to BabyLlama on BLiMP 

• Phoneme LMs perform slightly worse
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Outline
• Syntactic knowledge in large and small LMs 

• Syntactic learning trajectories in medium-to-small LMs 

• Lexical and syntactic learning in small LMs 

• Current directions
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Compiling a BabyLM corpus for German
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• The English BabyLM 

corpus:



Analyzing Pragmatics in Small LMs
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Your Language Model Cannot Even Do 
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Analyzing linguistic creativity with LMs

• Testing the dual-route account of 

phonological encoding with LMs 

• Training on conversational, spoken data
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Summary
• Model size does not seem to be the key for learning 

``core’’ linguistic knowledge 

• Much more systematic experimentation is needed: 

• which training data benefits learning? 

• which architectural decisions matter?  

• where is the sweet spot between general 

performance and modeling flexibility? 

• These can be easily done with smart little BabyLMs!
30
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