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Introduction



Many-Fermion Dynamics-nuclear

1. Fortran 90
2. Eigenpairs calculation

using LOBPCG method
3. LOBPCG uses Sparse

Matrix Matrix
multiplication

4. Implementation already
existed for OpenMP



Many-Fermion Dynamics-nuclear

Skylake CPU NVIDIA A100 (GPU) NVIDIA MI100 (GPU)

Array Reductions



Nek5000

Partitioning of a pipe simulation
into 64 elements

• High fidelity Computational Fluid Dynamics (CFD)
• Simulation of air around Airplanes
• Simulation of ocean currents
• Already built in the 1980s using MPI
• Fortran 77
• Spectral element method ➔ partitioning the 

Volume into smaller ones
• Volumes are representented by Langrange

polynom



Nek5000

CPU versus GPU performance
on Juwels Booster Time for Reynolds number Re=360 

and maximal polynomial order of 
N=7



FluTAS

• Navier-Stokes-equation solver
• Navier-Stokes-equations model fluid-fluid
Interactions, fluid-gas interactions etc.
• Written in Fortran 90 with MPI for CPU 

parallelization and OpenACC for GPU 
parallelization



FluTAS

Strong Scaling test

Time spent in
each subarea
a) GPU
b) CPU

a) Weak 
scaling
b) Transpose 
slowdown



Performance Portability

• M = Model
• T = case study
• a = application
• b = problem
• C = platform



Performance Portability



Summary

• OpenACC is directive based programming model
• Promises ease of use
• Porting from OpenMP is easy
• Has good Performance Portability of around 80%
(similar to other Projects)
• Speedups range between factor 2 to 10
• No magic tool ➔ still requires to optimize manually
• Same drawbacks as native ports, e.g. CUDA 
➔ Limit memory bottlenecks and/or communication overhead
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